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CSS307: SOFT COMPUTING PARADIGM 

 

Hours/Week: 4        I.A. Marks: 30 

Credits: 4         Exam. Marks: 70 

Course Learning Objectives: Students will able to try, 
Understand Soft Computing concepts, technologies, and applications. 

Understand the underlying principle of soft computing with its usage in    various 

applications.  

Understand different   soft computing tools to solve real life problems. 

Develop application on different soft computing techniques like Fuzzy, GA and  Neural 

network. 

__________________________________________________________________________________ 

 

Course Outcomes: After completing the course, the students will be able to, 

CO1: Understand the fundamentals of Soft computing approaches and demonstrate the basic 

functionalities  

CO2: Apply the soft computing techniques to solve problems  

CO3: Analyze the results of soft computing techniques to handle various problems  

CO4: Evaluate the solutions of soft computing algorithms for optimization 

CO5: Aware of concepts with the real time applications 

CO6:  Implement Neuro-Fuzzy and Neuro - Fuzz-GA expert system. 

CO7: Understand the Neural Networks, architecture, functions and various algorithms involved. 

 

UNIT-I 12Hrs. 

Introduction to soft Computing Paradigm, Artificial Neural Networks – fundamental concepts, 

Evolution, Basic models, important terminologies, MP – Neuron, Linear separability, Hebb network. 

Supervised learning networks – Perceptron network: Theory, Learning rule, Architecture, Training 

process, Training algorithm for single output class. Back-propagation network: theory, 

Architecture, training process, learning factors, testing.  

UNIT-II 12Hrs. 

Associative Memory networks: introduction, Training algorithms for pattern association: Hebb 

rule, Outer Products rule. Auto associative Memory Networks: Theory, architecture, training 

process and algorithm, testing. Unsupervised Learning networks: Kohenen self-Organizing feature 

maps: Theory, Architecture, Training algorithm. Adaptive Resonance Network – Theory: 

fundamental architecture, operating principle and algorithm. ART-1: Architecture, training process 

and algorithm.  

UNIT-III 12Hrs. 

Introduction: Fuzzy systems – Historical perspective, Utility and limitations, uncertainty and 

information, fuzzy sets and membership, Chance vs Fuzziness. Classical sets and Fuzzy sets: 

Classical set (Operations, properties, mapping to functions). Fuzzy sets (operations, properties, 

Alternative fuzzy set operations). Classical Relations and Fuzzy relations: Cartesian product, crisp 

relations (cardinality, operations, properties, composition), Fuzzy relations (cardinality, operations, 

properties, Fuzzy Cartesian products and composition), Tolerance and equivalence relation, Crisp 

equivalence and tolerance relations, Fuzzy tolerance and equivalence relations  

UNIT-IV 12Hrs. 
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Properties of membership functions, Fuzzification and Defuzzification: Features of the 

membership functions, various forms, Fuzzification, Defuzzification to crisp sets, λ-cuts for fuzzy 

relations, Defuzzification to scalars. Logic and Fuzzy systems: Classical logic, proof, Fuzzy logic, 

approximate reasoning, other forms of the implication operation. Genetic Algorithms: 

Fundamentals of genetic algorithm: history, basic concepts, creation of offsprings, working 

principle, Encoding, fitness function, reproduction. Genetic modeling: inheritance operators, cross 

over, inversion and deletion, Mutation operators, Bit- wise operators used in GA, Generational 

cycle, convergence, application (any one).  
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